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Abstract

This paper considers again the well-known problem of dealing with non-convex regions during the minimization of a nonlinear function $F(x)$ by Newton-like methods. The proposal made here involves a curvilinear search along an approximation to the continuous steepest descent path defined by the solution of the differential equation

$$\frac{dx}{dt} = -\nabla F(x)$$

The algorithm we develop and describe has some features in common with trust region methods; and we present some numerical experiments in which its performance is compared with some other ODE-based and trust region methods.

1 Minimization methods and non-convex regions

Many successful iterative methods for solving the unconstrained minimization problem

Minimize $f(x)$

(where $x \in \mathbb{R}^n$ and $f$ is a single real valued function assumed to be twice continuously differentiable) are based on constructing a quadratic model of the objective function $f$. Thus, if $x_k$ is the point reached at the start of the $k$-th iteration and if $f_k$ denotes $f(x_k)$ while $g_k$ denotes $g(x_k)$, the gradient of $f$, and $G_k$ is the Hessian matrix, $G(x_k)$, then a quadratic model in the neighbourhood of $x_k$ can be written

$$Q(p) = f_k + p^T g_k + \frac{1}{2} p^T G_k p.$$  \hspace{1cm} (1)

A stationary point of $Q$ can then be found by solving $\nabla Q(p) = g_k + G_k p = 0$ and hence the step

$$p = -G_k^{-1} g_k$$
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can also be regarded as an estimate of the step from $x$ to a nearby stationary point of $f$.

If $G(x)$ is positive definite then the stationary point of $Q$ will be a minimum and hence the following iterative scheme can be used seek a minimum of $f$.

**Algorithm 1**

Given an initial point $x_1$

Repeat for $k = 0, 1, 2...$

Calculate $f_k = f(x_k), g_k = g(x_k), G_k = G(x_k)$

Find $p_k$ by solving $G_k p_k = -g_k$

Set $x_{k+1} = x_k + s^* p_k$ where $s$ is chosen by a perfect or a weak line search.

A perfect line search is one where $s^*$ solves the one-variable problem of minimizing $f(x_k + sp_k)$ w.r.t. $s$. A weak line search merely returns a value $s^*$ which is bounded away from zero and also yields a reduction in $f$ which is bounded away from zero. Both these requirements on a weak line search can be expressed in terms of the ratio

$$d_k(s) = \frac{f(x_k + sp_k) - f_k}{sp_k g_k}$$

which compares the actual reduction in $f$ with a first-order predicted reduction. Clearly $d_k(s)$ tends to 1 as $s$ tends to zero and becomes negative if the steplength $s$ produces an increase in the value of $f$. Hence a weak line search typically terminates with a value of $s^*$ that satisfies a condition of the form

$$1 - \alpha_1 > d_k(s^*) > \alpha_2 \text{ or } d_k(s^*) > 1 + \alpha_1$$

for some parameters $\alpha_1, \alpha_2 \in (0, 0.5)$

Algorithm 1 is known as the Newton method and it can be proved to have second order convergence so long as $x_1$ is chosen in a convex region around a minimum of $f$. However the method may not be successful if it begins in, or subsequently enters, a non-convex region and encounters a point $x_k$ where the Hessian $G_k$ is not positive definite. In this situation the search direction $p_k$ may point towards a saddle point, or even a maximum of $Q$. In particular the correction $p_k$ may not even be a direction of descent w.r.t. $f$ and hence the line search procedure may fail. Practical implementations of the Newton method have to include an alternative correction step calculation for use when $G_k$ is not positive definite.

The previous difficulty is at least partially avoided by the so-called quasi-Newton methods which have the same form as Algorithm 1 except that the Hessian $G_k$ is replaced by an approximate matrix $B_k$, say, which is revised on every iteration in such a way that it remains positive definite. The quasi-Newton search direction is therefore always a direction of descent and the line search can be performed. But the effectiveness of a quadratic model based on a positive definite estimate
of an indefinite Hessian must be questionable. The resulting correction step may in fact be little better than one which ignores second derivative information altogether – namely the method of steepest descent, which also follows the iterative scheme of Algorithm 1 except that the search direction is given simply by

\[ p_k = -g_k. \]

The steepest descent method can converge to a minimum of \( f(x) \) even when \( x_1 \) is in a non-convex region; but the rate of convergence, even close to the solution, can be very slow. This slowness arises partly because progress to the minimum takes place in piecewise linear steps defined by a sequence of search-direction/line-search calculations. On functions whose Hessian matrix has widely spread eigenvalues (imagine contours that are very long and very narrow ellipses) the minimum is typically approached via a series of very small zig-zags. Because of this, many authors – beginning with Arrow et al [1], and also including Botsaris[5, 6] and Brown [8] – have pointed out the possible benefits of smoothing out the zig-zags by following a Continuous Steepest Descent Path (CSDP) defined as the solution of an initial value problem in which \( x \) is regarded as a function of a parameter \( t \).

\[ \frac{dx}{dt} = -g(x(t)), \quad x(0) = x_1 \quad (4) \]

One advantage of the continuous steepest descent path is that it can be followed through both convex and non-convex regions in order to locate a minimum of \( f(x) \). For this reason we shall consider some minimization algorithms based on the idea of solving (4).

2 Continuous Steepest Descent Paths

To devise a computational CSDP algorithm for minimizing a general function \( f(x) \), however, we must use an approximate solution of (4) since analytic solutions will not be available. Behrman [4] suggests that, at a point \( x_k \), we consider a linearised version

\[ \frac{dx}{dt} = -g_k - G_k(x(t) - x_k) \quad \text{where} \quad x(0) = x_k \quad (5) \]

This linearised equation has an exact analytical solution which can be expressed in terms of the eigenvalues and eigenvectors of \( G_k \). Suppose \( R_k \) is the matrix whose columns are the normalised eigenvectors of \( G_k \) and \( D_k \) is the diagonal matrix whose elements are the eigenvalues \( \lambda_1, \ldots, \lambda_n \) (where \( \lambda_1 \geq \lambda_2 \ldots \geq \lambda_n \)). Then \( G_k \) can be written in decomposed form as

\[ G_k = R_k D_k R_k^T \]

and the solution path away from \( x_k \) is defined by points on the trajectory

\[ p_k(t) = -R_k \Lambda R_k^T g_k \quad (6) \]
where
\[ \Lambda_{ii} = \exp(-\lambda_i t) - 1 \frac{1}{\lambda_i} \] if \( \lambda_i \neq 0 \) and \( \Lambda_{ii} = t \) if \( \lambda_i = 0 \) \hspace{1cm} (7)

It is worth noting that if \( G_k \) is positive definite then (7) implies
\[ \Lambda_{ii} \to -1/\lambda_i \text{ as } t \to \infty \]

Hence \( p_k(t) \to -R_kD_k^{-1}R_k^Tg_k = -G_k^{-1}g_k \) (the Newton correction) as \( t \to \infty \).

The approximate steepest descent path given by (6) and (7) is the basis of Behrman's gradient flow algorithm [4] which we shall discuss again later.

Another way of approximating a solution to (4)) involves applying the implicit Euler numerical method to (5). If we take a step \( t \) in parameter space away from the point \( x_k = x(0) \) then the implicit Euler method gives
\[ x(t) = x_k - t(g_k + G_k(x(t) - x_k)) \]
which rearranges to
\[ (I + tG_k)(x(t) - x_k) = -tg_k \]
and so the approximate solution trajectory is
\[ x(t) = x_k + p_k(t) \text{ where } p_k(t) \text{ solves } (I + tG_k)p = -tg_k \] \hspace{1cm} (8)

The solution path defined by (8) has been considered by many authors including Brown and Bartholomew-Biggs [8, 9] and will also be the basis for an algorithm which is the main object of study in this paper.

If \( G_k \) is positive definite then the coefficient matrix of the linear system in (8) is positive definite for all positive \( t \). If \( G_k \) is indefinite, then the coefficient matrix of the linear system in (8) is positive definite for all \( t \) between zero and \(-1/\lambda_n\), where \( \lambda_n \) is the most negative eigenvalue of \( G_k \). This upper bound on \( t \) for the non positive definite case also puts a bound on the exponential term in (7) (which could otherwise become unbounded when \( \lambda_i < 0 \) and \( t \) tends to \( \infty \)).

A solution to the linear system in (8) can be written in terms of the eigenvectors and eigenvalues of \( G_k \), as in Behrman’s gradient flow method [4] If \( R_k \) and \( D_k \) are defined as in the lead-up to (6), (7) then, since \( R_kD_k^T = I \) (because \( R_k \) is orthogonal), the linear system in (8) can be written \( R_k(I + tD_k)R_k^Tg = -tg_k \).

Hence \( p_k(t) \) can be obtained via the following calculations:
\[ p_k(t) = -tR_k\hat{D}R_k^Tg_k \text{ where } \hat{D}_{ii} = \frac{1}{1 + t\lambda_i}, i = 1, \ldots, n; \hspace{1cm} (9) \]

It is important to emphasise that this calculation is different from the calculation in (6) and (7). However when \( G_k \) is positive definite (9), like (7), does yield a correction \( p_k(t) \) which tends to the Newton direction as \( t \) tends to \( \infty \). This is
easy to see because the linear system in (8) approaches $G_k p = -g_k$ as $t \to \infty$.

We note also that one would not normally set out to solve a linear system via an (expensive) eigenvalue calculation. However we shall be considering methods in which we follow a solution trajectory by performing several solutions of (6) or (8) for different values of $t$ on each iteration. The once and for all eigensystem calculation means that the second and subsequent solutions are relatively cheap.

Before we consider more details of how such iterations might be carried out we need to look at another well-known approach to non-convexity in optimization calculations.

3 Trust region methods

Although a quadratic model like (1) cannot be used to predict a local minimum when the Hessian matrix $G_k$ is not positive definite, it can be used to produce a search direction away from a point $x_k$ as a solution to the constrained subproblem

$$\text{Minimize } Q(p) = f_k + p^T g_k + \frac{1}{2} p^T G_k p \text{ subject to } p^T p = \Delta_k \quad (10)$$

This problem amounts to finding the lowest point of a quadratic hyper-surface on its intersection with a hypersphere of radius $\sqrt{\Delta_k}$ and centred on $x_k$. Problem (10) always has a solution whether or not $G_k$ is positive definite. $\Delta_k$ can be thought of as a trust-region radius around $x_k$ - that is, it defines the boundary of a region within which we “trust” our quadratic model to be acceptably accurate. $\Delta_k$ is adjusted on each iteration, depending on how well progress on the previous iteration agreed with the quadratic model. Algorithm 2 below gives an outline of a typical trust region method

**Algorithm 2**

Choose an initial point $x_1$

Choose an initial value $\Delta_1 > 0$ and constants $\beta_1 > 1, \beta_2 \in (0, 1)$

Repeat for $k = 0, 1, 2...$

- calculate $f_k = f(x_k), g_k = g(x_k), G_k = G(x_k)$
- find $p_k$ by solving problem (10)
- set $x_{k+1} = x_k + p_k$ if $f(x_k + p_k) < f_k$
  - $x_{k+1} = x_k$ if $f(x_k + p_k) \geq f_k$
- set $\Delta_{k+1} = \beta_1 \Delta_k$ if the reduction in $f(x)$ has been “good”
  - $\Delta_{k+1} = \Delta_k$ if the reduction in $f(x)$ has been “acceptable”
  - $\Delta_{k+1} = \beta_2 \Delta_k$ if the reduction in $f(x)$ has been “unacceptable”

The terms *good*, *acceptable* and *unacceptable* will be explained more fully later in this section.
A solution to (10) corresponds to a stationary point of the Lagrangian function

$$L(p, \mu) = Q(p) - \frac{\mu}{2}(p^T p - \Delta_k)$$

where $\mu$ is an unknown Lagrange multiplier. Stationarity of the Lagrangian implies

$$\nabla L = p^T g_k + G_k p - \mu p = 0$$

and so

$$(\mu I + G_k)p = -g_k \quad \text{(11)}$$

which is equivalent to the linear system in (8) if we make the parameter substitution

$$t = \frac{1}{\mu}.$$

If $p_k(\mu)$ solves the system (11) for an arbitrary choice of $\mu$ then it will also solve (10) for some value of $\Delta_k$. But the relationship between $\mu$ and $\Delta_k$ is not a simple one; and once $\Delta_k$ has been specified it is not easy to find a value of $\mu$ to use in (11) in order to solve (10). It is more usual therefore for a trust region method like Algorithm 2 to obtain $p_k$ by constrained minimization techniques which are outside the scope of this paper. (For a fuller discussion of trust region methods see [13].)

There is, however, a trust region method proposed by Higham [15] which does use equation (11) and works directly with the parameter $\mu$ rather than dealing with $\Delta_k$ explicitly. It follows the spirit of Algorithm 2 by observing that an increase in $\mu$ corresponds to a decrease in $\Delta_k$ and vice versa. Hence $\mu$ is decreased after a step which is judged “good” and increased after a step which is “unacceptable”. In Higham’s method (as in many other trust-region methods) the quality of a step $p_k(\mu)$ is measured by a comparison with the quadratic model. If we define

$$r_k(\mu) = \frac{f(x_k + p_k(\mu)) - f_k}{Q(p_k(\mu)) - Q(0)} \quad \text{(12)}$$

then a value $r_k \approx 1$ indicates that the behaviour of $f$ is in good agreement with the quadratic model. Similarly $r_k \approx 0$ means poor or unacceptable agreement.

We also note that (dropping explicit dependence on $\mu$ for clarity)

$$Q(p_k) - Q(0) = p_k^T g_k + \frac{1}{2}p_k^T G_k p_k = \frac{1}{2}[p_k^T g_k + p_k^T G_k p_k]$$

Since $p_k$ solves (11) it follows that

$$Q(p_k) - Q(0) = \frac{1}{2}[p_k^T g_k - \mu p_k^T p_k]$$

If $g_k \neq 0$ and if $\mu$ is positive and chosen sufficiently large that $(\mu I + G_k)$ is positive definite then both terms in square brackets on the right hand side are
negative and hence the solution to (11) does yield a reduction in the quadratic model function.

In the next section we shall present a modified version of Higham’s algorithm (the original can be found in [15]) which will be compared with implementations of the two CSDP methods discussed in Section 2. The approach based on (6), (7) is Behrman’s method [4]; and the approach based on (8) will henceforth be referred to as Nimp1.

4 A Computational investigation

We now propose some computational algorithms which are developments of methods outlined in Section 2. For consistency with the notation of Higham’s trust region method, it will be convenient for us to express the continuous steepest descent calculations in (6), (7) and (8) in terms of $\mu = \frac{1}{\tau}$. Thus (6) and (7) become

$$p_k(\mu) = -R_k \Lambda R_k^T g_k$$

where

$$\Lambda_{ii} = \frac{\exp(-\frac{\lambda_i}{\mu}) - 1}{\lambda_i} \text{ if } \lambda_i \neq 0 \text{ and } \Lambda_{ii} = \frac{1}{\mu} \text{ if } \lambda_i = 0.$$  \hspace{1cm} (14)

Similarly (8) becomes

$$x(t) = x_k + p_k(\mu) \text{ where } p_k(\mu) \text{ solves } (\mu I + G_k)p = -g_k$$

and the solution via (9) becomes

$$p_k(\mu) = -R_k \hat{D} R_k^T g_k \text{ where } \hat{D}_{ii} = \frac{1}{\mu + \lambda_i}, i = 1, \ldots, n.$$  \hspace{1cm} (16)

The CSDP algorithms we now propose are designed to perform a search in terms of $\mu$ to obtain a new point of the form $x_k + p_k(\mu)$ where $p_k(\mu)$ may be obtained either from (13) and (14) or from (16). As $\mu$ varies, the trial points will trace out a curvilinear path in contrast to the straight line search that usually figures in optimization methods like Algorithm 1. The use of curvilinear searches in terms of $\mu$ has been discussed in previous work by the present authors [3], [2]; and in what follows we describe one particular approach in more detail.

We note first of all that if $G_k$ is positive definite with smallest eigenvalue $\lambda_n$ then the linear system in (15) has a positive definite matrix for all $\mu > -\lambda_n$. On the other hand, if $G_k$ is not positive definite and if $\lambda_n$ denotes its most negative eigenvalue then the matrix of the linear system in (15) is again positive definite for all $\mu > -\lambda_n$. Hence, if we define $\mu_{\text{min}}$ as $-\lambda_n$, there are values of $\mu > \mu_{\text{min}}$ such that $p_k(\mu)$ is a descent direction. The purpose of the curvilinear search is to obtain a value $\mu^*$ so that the ratio of actual change in $f$ to the linear predicted change

$$d_k(\mu) = \frac{f(x_k + p_k(\mu)) - f_k}{p_k(\mu)^T g_k}$$

(17)
is bounded away from one and zero, as in the discussion following Algorithm 1. The same requirement can of course be applied to the search for \( \mu^* \) when \( p_k(\mu) \) comes from (13) and (14).

We now look in more detail at how to carry out a curvilinear search along the path \( p_k(\mu) \). For each trial value of \( \mu \) interpolate— i.e. increase \( \mu \) — if the current value does not yield an acceptable decrease in \( f \) (as measured by the value of \( d_k(\mu) \)). Similarly we can consider extrapolating — by decreasing \( \mu \) — if the reduction in \( f \) produces a value of \( d_k \) that exceeds (or is close to) 1. As a precautionary measure, the curvilinear search procedure set out below uses both ratios (17) and (12) in choosing to extrapolate.

The curvilinear search procedure distinguishes between the convex and non-convex cases. If \( G_k \) is non-positive definite then the starting value of \( \mu \) is derived from the successful value of \( \mu \) at the end of the previous iteration. But if \( G_k \) is positive definite it seems much more sensible to try the initial value \( \mu = 0 \) (that is to attempt a Newton step ) and only to adjust \( \mu \) if the Newton step is unsuccessful. (Experience has shown that while it is possible to extrapolate by trying negative values of \( \mu \) this is seldom of much benefit; hence in the convex case the curvilinear search only performs interpolation.) All of this is formalised in Algorithm 3 below, in which the step "calculate \( p_k(\tilde{\mu}) \)" may be performed either by (13) and (14) (Behrman’s method) or by (16) (Nimp1).

**Algorithm 3 (embodying both Behrman’s method and Nimp1)**

Given an initial point \( x_1 \) and an initial trial value \( \mu_1 \)

Choose constants \( \nu_1, \nu_2, \eta_1, \eta_2 \in (0,1) \) with \( \nu_1 < \nu_2 \) and \( \eta_1 < \eta_2 \)

Choose constants \( \alpha_1, \alpha_2 \in (0,0.5) \)

Repeat for \( k = 0, 1, 2,... \)

- calculate \( f_k = f(x_k), g_k = g(x_k), G_k = G(x_k) \)
- compute the eigensystem decomposition \( G_k = R_k D_k R_k^T \)
- set \( \mu_{min} = -\lambda_n \)
  - if \( \mu_{min} > 0 \) set \( \tilde{\mu} = \max(\mu_k, 2\mu_{min}) \)
  - if \( \mu_{min} \leq 0 \) set \( \tilde{\mu} = 0 \)
- calculate \( d_k(\tilde{\mu}) \) and set \( \tilde{x} = x_k + p_k(\tilde{\mu}) \)
- calculate \( d_k = d_k(\tilde{\mu}) \) from (17) and \( r_k = r_k(\tilde{\mu}) \) from (12)
  - if \( \mu_{min} > 0 \)
    - repeat while \( \tilde{d}_k > 1 - \alpha_1 \) and \( \tilde{r}_k > \eta_2 \) and \( \tilde{\mu} < 1.1\mu_{min} \)
      - replace \( \tilde{\mu} \) by \( \tilde{\mu} - \nu_2(\tilde{\mu} - \mu_{min}) \)
      - calculate \( p_k(\tilde{\mu}) \) and set \( \tilde{x} = x_k + p(\tilde{\mu}) \)
      - set \( \tilde{d}_k = d_k(\tilde{\mu}) \) and \( \tilde{r}_k = r_k(\tilde{\mu}) \)
    - end
  - repeat while \( \tilde{d}_k < \alpha_2 \)
    - replace \( \tilde{\mu} \) by \( \tilde{\mu} + \nu_1(\tilde{\mu} - \mu_{min}) \)
    - calculate \( p_k(\tilde{\mu}) \) and set \( \tilde{x} = x_k + p(\tilde{\mu}) \)
    - set \( \tilde{d}_k = d_k(\tilde{\mu}) \) and \( \tilde{r}_k = r_k(\tilde{\mu}) \)
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end
set $x_{k+1} = \tilde{x}$ and $\mu_{k+1} = \tilde{\mu}$

In non convex regions, the procedure optionally performs extrapolation steps if the initial move is sufficiently promising. It may also (or instead) perform some interpolation steps if the initial (or an extrapolated) move does not produce an acceptable function decrease. The extrapolation and interpolation loops are distinct; hence, once interpolation has occurred there is no possibility of more extrapolation (which might risk causing an "endless" cycle of interpolations and extrapolations). Christianson [12] has recently pointed out that such separation of the two steplength criteria (i.e. ensuring that a step is neither "too short" nor "too long") is consistent with established convergence theory.

It is worth considering whether an interpolation can 'undo' the benefits of a good extrapolation step. Suppose therefore that $\tilde{\mu}$ has defined a good move which permits further extrapolation using

$$\tilde{\mu}^+ = \bar{\mu} - \nu_2 (\bar{\mu} - \mu_{\text{min}}).$$

Suppose further that $\tilde{\mu}^+$ yields an unacceptable move and that interpolation takes place and provides a new value

$$\tilde{\mu}^- = \tilde{\mu} + \nu_1 (\tilde{\mu}^+ - \mu_{\text{min}}).$$

We do not want $\tilde{\mu}^-$ to be larger than the good value $\tilde{\mu}$. We can see that

$$\tilde{\mu}^- = \tilde{\mu} - \nu_2 (\tilde{\mu} - \mu_{\text{min}}) + \nu_1 (\tilde{\mu} + \nu_2 (\tilde{\mu} - \mu_{\text{min}}) - \mu_{\text{min}}) = \tilde{\mu} - (\nu_2 - \nu_1 \nu_2) (\tilde{\mu} - \mu_{\text{min}})$$

Hence it follows that $\tilde{\mu}^- < \tilde{\mu}$ if the parameters $\nu_1$ and $\nu_2$ are chosen so

$$\nu_2 - \nu_1 + \nu_1 \nu_2 > 0.$$ 

In particular this holds if $\nu_1 = \nu_2$. More generally we need

$$\nu_2 > \frac{\nu_1}{1 + \nu_1}.$$

We shall perform some numerical tests with implementations of Algorithm 3 in order to compare the performance of the corrections $p_k(\mu)$ corresponding to (13) and (15). We shall also include in our tests a version of Higham’s method (which will be specified below as Algorithm 4). The interpolation procedure in Algorithm 3 is essentially the same as in Higham’s method – i.e. it involves rejecting an unacceptable step and calculating a new correction with an increased value of $\mu$. Hence the main difference between Algorithm 3 and the Higham approach is that the latter does not perform extrapolation but simply carries forward a reduced value of $\mu$ for the next iteration whenever the first correction step is judged to be good. Our version of the Higham approach can therefore be stated as follows; and it should be noted that it is identical to Algorithm 3
Algorithm 4 (modified Higham procedure)

Given an initial point \( x_1 \) and an initial trial value \( \mu_1 \)

Choose constants \( \nu_1, \nu_2, \eta_1, \eta_2 \in (0, 1) \) with \( \nu_1 < \nu_2 \) and \( \eta_1 < \eta_2 \)

Choose constants \( \alpha_1, \alpha_2 \in (0, 0.5) \)

Repeat for \( k = 0, 1, 2, \ldots \)

1. calculate \( f_k = f(x_k), g_k = g(x_k), G_k = G(x_k) \)

2. compute the eigensystem decomposition \( G_k = R_k D_k R_k^T \)

3. set \( \mu_{\text{min}} = -\lambda_n \)

   - if \( \mu_{\text{min}} > 0 \) set \( \tilde{\mu} = \max(\mu_k, 2\mu_{\text{min}}) \)
   - if \( \mu_{\text{min}} \leq 0 \) set \( \tilde{\mu} = 0 \)

4. calculate \( d_k(\tilde{\mu}) \) and set \( \tilde{x} = x_k + p_k(\tilde{\mu}) \)

5. set \( \tilde{d}_k = d_k(\tilde{\mu}) \) and \( \tilde{r}_k = r_k(\tilde{\mu}) \)

   - if \( \mu_{\text{min}} > 0 \)
     - if \( \tilde{d}_k > 1 - \alpha_1 \) and \( \tilde{r}_k > \eta_2 \) and \( \tilde{\mu} < 1.1\mu_{\text{min}} \)
       - replace \( \tilde{\mu} \) by \( \tilde{\mu} - \nu_2(\tilde{\mu} - \mu_{\text{min}}) \)
     - end if

   - replace \( \tilde{\mu} \) by \( \tilde{\mu} + \nu_1(\tilde{\mu} - \mu_{\text{min}}) \)

   - calculate \( p(\tilde{\mu}) \) and set \( \tilde{x} = x_k + p(\tilde{\mu}) \)

   - set \( \tilde{d}_k = d_k(\tilde{\mu}) \) and \( \tilde{r}_k = r_k(\tilde{\mu}) \)

6. set \( x_{k+1} = \tilde{x} \) and \( \mu_{k+1} = \tilde{\mu} \)

4.1 Computational results

Using Algorithms 3 and 4 we are able to compare the performance of the methods Nimp1, Behrmann and Higham on sample problems from the CUTER test set. As further comparison we include results obtained by a more conventional trust region method (denoted by TR) which is implemented within the MATLAB optimization toolbox as \textit{fminunc} [16].

The trust region method in \textit{fminunc} is described in [7], [11] and it is comparable with Higham in that it uses the exact Hessian of the objective function and works with a trust region subproblem on every iteration. The approach differs from Higham however in not obtaining an exact solution to the trust region subproblem but rather restricting itself to a two dimensional subspace. This subspace is defined by the negative gradient \(-g_k\) together with either an approximate Newton direction, \( n \approx -G_k^{-1}g_k \) or a direction of negative curvature \( s \), such that \( s^T G_k s < 0 \). Obtaining the Newton direction or a direction of negative curvature could involve the solution of the linear system in (15) with \( \mu = 0 \) or else the calculation of the eigensystem of \( G_k \). However the method in \textit{fminunc} seeks to avoid doing as much work as Higham or Nimp1 on each iteration and hence it finds \( n \) or \( s \), by applying a preconditioned conjugate gradient (PCG) method see [10] to the system \( G_k n = -g_k \). When the search is far from
the optimum the PCG method may be terminated with quite a low accuracy approximation to the Newton direction; and, in particular, if \( G_k \) is found to be non positive definite the PCG method returns a direction of negative curvature, rather than an approximate Newton direction.

We shall present the performance of our four methods using performance profiles as proposed by Dolan & Moré [14] and we shall now use this approach based on two performance metrics, the number of iterations needed to attain the desired accuracy and the corresponding number of function evaluations. These both give information on a solver’s robustness and efficiency.

As in Dolan and Moré [14], given a set of problems \( P \) and a set of solvers \( S \), a performance profile of a solver, \( s \in S \), is a plot of the probability distribution function
\[
\rho_s(\tau) = \frac{1}{n_p} \text{size } \{ p \in P : r_{p,s} \leq \tau \}
\]
for a given performance metric, where \( n_p \in P \) is the number of problems, \( r_{p,s} \) is the performance ratio
\[
r_{p,s} = \frac{t_{p,s}}{\min \{ t_{p,s} : s \in S \}}
\]
and \( t_{p,s} \) denotes the number of iterations (number of function evaluations) to solve problem \( p \in P \) with solver \( s \) to the required accuracy of convergence. It is easily seen that the fastest solver has \( r_{p,s} = 1 \) and if the solver fails then \( r_{p,s} = \infty \). It was suggested by Dolan and Moré [14] that if a method does not solve a problem, \( r_{p,s} \) is simply given a large value.

\( \rho_s(\tau) \) represents the overall probability that the performance of solver \( s \) on any problem will be within a factor \( \tau \) of the best possible performance. If we plot \( \rho_s(\tau) \) for a number of solvers then the most efficient method will be the one for which \( \rho_s \) is highest on the left hand side of the plot. On the other hand the method for which \( \rho_s \) is highest on the right-hand side of the plot may be considered the most reliable.

**PERFORMANCE GRAPHS**

From these graphs we can observe that Nimp1 and Behrman behave in a very similar way, although it is also possible to say that Nimp1 seems to maintain a rather small advantage. When function calls are used as a performance measure Higham does considerably better than the other methods for smaller values of \( \tau \). This must reflect the fact that Higham uses only one function call per iteration provided the initial step is an acceptable one; and this absence of extrapolation probably explains the relatively poor showing of Higham when performance is measured by numbers of iterations needed for convergence. The relative superiority of Higham in terms of function calls only occurs for values of \( \tau \) less than
about 5. Broadly speaking, the effort expended in the curvilinear search by Nimp1 and Behrman seems to pay off in terms of savings in iteration numbers (and the associated linear algebra overheads).

The behaviour of TR is also interesting. For small values of $\tau$ it appears as effective as Nimp1 and Behrman in terms of function calls; but it does very much worse than the other three methods in terms of iterations. This pattern persists for all values of $\tau$ as regards iterations; and it also applies to performance in terms of function calls when $\tau$ is bigger than about 2.

Overall therefore there are some grounds for believing that the CSDP methods are at least competitive with and sometimes superior to the conventional trust region approach.

5 Convergence of Algorithm 3 (Nimp1)

In this section we show that, under certain assumptions about $f$, Nimp1 will converge to a stationary point. This stationary point will — except under exceptional circumstances — be a local minimum rather than a saddle point.

Assumption 1: $f(x)$ is twice continuously differentiable for all values of $x$ and the eigenvalues of the Hessian matrix $G(x)$ are everywhere bounded and lie in the range $[\lambda_{\text{min}}, \lambda_{\text{max}}]$.

Theorem 5.1: If Assumption1 holds the values of $\mu$ remain bounded above when Algorithm 3 is implemented using (16) to calculate the search direction.

The proof depends on showing that the test condition $d_k > \alpha_2$ can be obtained for all values of $\mu$ greater than a finite threshold. Hence on any iteration at worst the first trial value of $\mu$ which exceeds that threshold on any iteration will yield an acceptable point.

Dropping subscripts for convenience, (16), which is the definition of $p(\mu)$ used by Nimp1, implies

$$p^T(\mu)g = -p(\mu)^T(\mu I + G)p(\mu)$$

and hence, using Assumption 1

$$p^T(\mu)g \geq -p(\mu)^T p(\mu) [\mu + \lambda_{\text{max}}].$$

Similarly, using the mean value theorem,

$$f(x + p(\mu)) - f(x) = p(\mu)^T g + \frac{1}{2}p(\mu)^T \hat{G}p(\mu)$$
where $\bar{G}$ is the hessian evaluated at some point between $x$ and $x + p(\mu)$. Hence

$$f(x + p(\mu)) - f(x) = -p(\mu)^T(\mu I + G)p(\mu) + \frac{1}{2}p(\mu)^T \bar{G}p(\mu) \leq -p(\mu)^T p(\mu) [\mu + \bar{\lambda}_{min} - \frac{1}{2}\bar{\lambda}_{max}].$$

Since

$$d_k = \frac{f(x + p(\mu)) - f(x)}{p^T(\mu)g},$$

it follows that

$$d_k > \frac{\mu + \bar{\lambda}_{min} - \frac{1}{2}\bar{\lambda}_{max}}{\mu + \lambda_{max}}.$$ 

Thus $d_k(\mu) > \alpha_2$ if $\mu$ is sufficiently large that

$$\mu + \bar{\lambda}_{min} - \frac{1}{2}\bar{\lambda}_{max} > \alpha_2[\mu + \bar{\lambda}_{max}]$$

or in other words, if

$$\mu(1 - \alpha_2) > (\frac{1}{2} + \alpha_2)\lambda_{max} - \lambda_{min}$$

We can now conclude that there is a finite upper bound, say $\bar{\mu}$, to the values of $\mu$ encountered during the iterations of Nimp1.

**Assumption 2:** The function $f$ is bounded below.

**Theorem 5.2:** If Assumptions 1 and 2 hold then the iterations of Algorithm 3 must tend towards a stationary point of $f$ when (16) is used to calculate correction steps.

The proof is by contradiction. Suppose that $g(x_k)$ remains bounded away from zero as $k \to \infty$ and in particular that $\exists \hat{g}$ such that $g_k^T g_k > \hat{g}$ for all $k$.

Since $p_k = -((\mu_k I + G_k)^{-1} g_k$ it follows that

$$p_k^T g_k = -g_k^T ((\mu_k I + G_k)^{-1} g_k < -\frac{\hat{g}}{\mu + \lambda_{max}}$$

Where we have made use of Assumption 1 and Theorem 5.1 which states that, for all $k$, there is an upper bound on the values of $\mu_k$.

The iterations of Nimp1 ensure that

$$f(x_k + p_k) - f(x_k) < \alpha_2 p_k^T g_k < -\frac{\alpha_2 \hat{g}}{\mu + \lambda_{max}}$$

which implies that an iteration of Nimp1 yields a decrease in objective function value which is bounded away from zero for all $k - 1, 2, \ldots, \infty$. But this contradicts
the assumption that $f$ is bounded below. Hence $g_k$ must tend to zero as $k \to \infty$.

We now consider whether a stationary point at which Nimp1 terminates must be a minimum. Unfortunately we cannot guarantee this. Consider for instance the application of Nimp1 to the function $f(x) = x_1^2 - x_2^2$ starting from the point $(1,0)^T$. There is no value of $\mu$ that will cause (15) to generate a step $p_k(\mu)$ which does not point towards the saddle point at $(0,0)^T$. This is because the gradient at $x = (1,0)^T$ has no component in the subspace where $f(x)$ has negative curvature. In what follows therefore we introduce an extra assumption:

**Assumption 3** The iterations of Nimp1 do not generate any points where the gradient vector $g_k$ is orthogonal to all the eigenvectors of $G_k$ which are associated with negative eigenvalues. (This of course also excludes the possibility that an iteration of Nimp1 terminates precisely at a saddle point.)

**Theorem 5.3:** If Assumptions 1, 2 and 3 hold and if $x_k$ is a point close to, but above, a saddle point of $f$ then the extrapolation procedure in Nimp1 will locate an endpoint which is below the saddle point of the quadratic model function $Q$.

The local Hessian $G_k$ is not positive-definite; but the Newton step $n_k = -G_k^{-1}g_k$ will precisely reach the saddle point of $Q$ and furthermore $Q$ must have positive curvature along $n_k$. Hence

$$Q(n_k) - Q(0) = n_k^T g_k + \frac{1}{2} n_k^T G_k n_k = -\frac{1}{2} g_k^T G_k^{-1} g_k > -\frac{\|g_k\|^2}{2\lambda^{+}_{\text{min}}}$$

where $\lambda^{+}_{\text{min}}$ denotes the smallest positive eigenvalue of $G_k$.

The indefiniteness of $G_k$ implies that there is a unit vector $v$ and a positive constant $\beta$ such that $v^T G_k v = -\beta$. Now suppose that $\Delta_k(\mu)$ denotes $p_k(\mu)^T p_k(\mu)$ when $p_k(\mu)$ is obtained by solving (15) and consider a step away from the point $x_k$ which is of the form $w = \sigma \sqrt{\Delta_k(\mu)} v$ and $\sigma$ is chosen as $\pm 1$ in order that $w^T g_k \leq 0$. It follows that

$$Q(w) - Q(0) = w^T g_k + \frac{1}{2} w^T G_k w < -\frac{1}{2} \Delta_k(\mu) \beta.$$  

Now the correction $p_k(\mu)$ solves (10) with $\Delta_k = \Delta_k(\mu)$ and hence the reduction in $Q$ due to a step from $x_k$ to $x_k + p_k(\mu)$ must be at least as large as that produced by the step $w$. Hence

$$Q(p_k(\mu)) - Q(0) < -\frac{1}{2} \Delta_k(\mu) \beta.$$  

But if $\mu$ is chosen small enough that that

$$\Delta_k(\mu) > \frac{\|g_k\|^2}{2\beta \lambda^{+}_{\text{min}}}$$

...
the step $p_k(\mu)$ must produce a bigger decrease in $Q$ than the step $n_k$ and hence it reaches a point below the saddle point of the quadratic model function. Since $||p(\mu)||$ becomes arbitrarily large as $\mu$ tends to $-\lambda_{min}$, it is clear that there must be a suitable value of $\mu$ to be located in the extrapolation phase of Nimp1.

Some of our foregoing discussion of ultimate convergence might however be said to miss the point of Nimp1 (and also of Behrman) because the main feature of these methods is to provide efficient ways of dealing with non-convex regions of $f$. Both methods revert essentially to Newton’s method in a convex region around a local minimum and hence ultimate convergence (and rate of convergence) properties are supported by a good deal of existing theory. Bearing that in mind, it is probably more important to consider whether the iterations of Nimp1 will provide an escape from non convex to a convex region. The counter-example preceding Theorem 5.3 shows that Assumption 3 must hold in order for such an escape to be guaranteed.

6 Conclusions

We have considered two algorithms for non-linear optimization (Nimp1 and Behrman) which can be viewed as following an approximate steepest descent path but which have features in common with trust region methods while also differing from most trust region methods by essentially reverting to Newton’s method when the search is in a convex region. We have compared the performance of these two techniques with that of two more conventional trust-region approaches. It is fair to say that the results with Nimp1 and Behrman while not being spectacularly better than their competitors do suggest that there is some promise in the idea of using a curvilinear search continuous steepest descent path to traverse non-convex regions.

All the methods described in this paper use exact second derivatives; and three of them incur the unusual overhead cost of performing an eigenvalue analysis of the Hessian matrix. This makes it easy to distinguish a convex from a non-convex region; and it also has some modest advantages in cost-saving during the curvilinear search. But it would obviously be advantageous to consider algorithms which seek to follow the same philosophy as Nimp1 by adopting some sort of CSDP in non-convex regions while reverting to a non-second-derivative approach (e.g. quasi-Newton, conjugate gradients) on iterations where the function is convex. This will be the focus of further investigations in a subsequent paper.
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Figure 1: Functions calls for $1 \leq \tau \leq 2$.

Figure 2: Functions calls for $1 \leq \tau \leq 5$. 
Figure 3: Functions calls for $1 \leq \tau \leq 10$.

Figure 4: Iterations calls for $1 \leq \tau \leq 2$. 
Figure 5: Iterations calls for $1 \leq \tau \leq 5$.

Figure 6: Iterations calls for $1 \leq \tau \leq 10$. 